Architectural Knowledge Discovery: Why and How?

Remco C. de Boer

Architectural Knowledge Discovery
Why and How?

Remco C. de Boer
Department of Computer Science
Vrije Universiteit, Amsterdam, the Netherlands
remco@few.vu.nl

ABSTRACT
The need for a method for architectural knowledge discovery stems from the difficulty to find relevant architectural knowledge in the documentation that accompanies a software product. This difficulty arises in particular when the document set is very large, and has been expressed by auditors as a need for a ‘reading guide’ during a case study we conducted at a company that performs software product audits. Based on the needs of these auditors, we identify the main characteristics an architectural knowledge discovery method should exhibit. This paper argues that Latent Semantic Analysis (LSA) is a promising technique for architectural knowledge discovery.
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1. INTRODUCTION
When shared by means of written documentation, architectural knowledge is often not confined to a single document. Instead, the architectural knowledge of a single, large software intensive system is usually distributed over many different documents. Each of these documents may target different stakeholders. For instance, a project manager might be particularly interested in the overall picture contained in a high-level document, whereas a development team needs to learn the effect of architectural decisions on the implementation from the technical specification. This means that each document has a different focus, and between the documents the levels of abstraction used may vary wildly. Furthermore, various explicit and implicit relations exist between the topics and concepts described in the documents, as well as between the documents themselves.

In the case of a software product audit, auditors will typically first use the architectural knowledge contained in the documents to familiarize themselves with the system. Subsequently, the documentation is used as a source of evidence for findings about the software product quality. However, for large sets of documents it can be very hard to locate the knowledge needed for a specific purpose.

How to find the architectural knowledge needed is in fact the most important issue we encountered during a recent case study. In this study, we investigated the role of architectural knowledge in software product quality audits. Architectural knowledge needed by the auditors to assess software product quality comprises architectural design decisions [1] and their rationale, as well as the architectural design of the system [4] and the relations the system has with its environment. Auditors performing these audits have to deal with large quantities of documents that contain such architectural knowledge. The auditors indicate they are in need of a reading guide that helps them discover the relevant architectural knowledge in the documentation. However, such a reading guide is often hard to obtain. We therefore need a mechanism to support (semi-)automated discovery of the important architectural knowledge in a set of documents.

This paper discusses what an automated architectural knowledge discovery method should look like. What are its main characteristics and how do these aid the search for important architectural knowledge in large document sets? Furthermore, we identify a technique that supports attaining automated architectural knowledge discovery. This technique, latent semantic analysis, has already proven itself in other application areas, including the discovery of the structure of source code components [6–8].

2. ARCHITECTURAL KNOWLEDGE USE IN SOFTWARE PRODUCT AUDITS
ISO/IEC 14598 [3] defines a software product as ‘the set of computer programs, procedures, and possibly associated documentation and data’. Quality is defined as ‘the totality of characteristics of an entity that bear on its ability to satisfy stated and implied needs’, whereas quality evaluation is a ‘systematic examination of the extent to which an entity is capable of fulfilling specified requirements’. A software product audit, in which the quality of the software product is evaluated, can then be defined as

The systematic examination of the extent to which a set of computer programs, procedures, and possibly associated documentation and data are capable of fulfilling specified requirements.

We conducted a case study at a company that has been performing independent audits of many different software
products. Their audit process is based on the process outlined in ISO/IEC 14598. Customers who request such audits range from large private companies to governmental institutions. Over the years, the company and its auditors have built up a broad experience with software product audits.

In the case study, we addressed the use of architectural knowledge in a software product audit. We were particularly interested in how the auditors gain the architectural knowledge needed to answer the audit question. During the case study we observed an audit the company conducted for one of its customers. Part of this observation consisted of attendance of the audit team meetings. Furthermore, we held interviews with five employees that had all been involved in audits, two of whom were directly involved in the observed audit. The interviewed employees have varying levels of experience and different focal points in conducting audits.

Particular methods that are used to gain architectural knowledge are source code analysis, scenario analysis, interviews, and document inspection. Both scenario analysis and interviews require extensive interaction with the supplier of the software product. Source code analysis and document inspection can, however, be performed using only the source code and documentation that has been provided to the auditors. This renders the latter two techniques important vehicles for any software product audit.

While document inspection is an important part of a software product audit, the sheer amount of documentation that accompanies most software products makes it a difficult method to use. Auditors are often swamped with documents and do not have immediate insight into the overall structure of the document set and the architectural knowledge it contains. This insight is of paramount importance for the audit process. For instance, in scenario analyses the supplier is asked how the product reacts to certain change or failure scenarios. Without a thorough understanding of the architecture of the software system, the auditor is unable to judge the supplier’s answer. In that case, the supplier might provide an answer that is incomplete or inconsistent with the real state of the system, without this being noticed. The auditor also needs to distill evidence from the documents that supports his findings regarding the quality of the software product. An overall understanding of the software product is necessary to ease the search for this evidence.

The auditors indicate that, to gain insight into the architectural knowledge, they are in dire need of a ‘reading guide’ for the document set they receive as part of the product. Such a reading guide tells the auditors where to start reading, and which documents to consult when in need for an answer about a particular topic. Unfortunately, the auditors practically never encounter a reading guide among the documents needs to be identified.

The auditors indicate that, to gain insight into the architectural knowledge, they are in dire need of a ‘reading guide’ for the document set they receive as part of the product. Such a reading guide tells the auditors where to start reading, and which documents to consult when in need for an answer about a particular topic. Unfortunately, the auditors practically never encounter a reading guide among the documents needs to be identified.

The semantic structure of a document set can be seen as the core of architectural knowledge discovery. Grasping this structure transforms a set of individual texts into a collection that contains architectural knowledge elements and the intrinsic relations between them. This transformation is the foundation for further analysis outlined below.

1) Where to start reading

The semantic structure of a document set can be seen as a measure for similarity; documents that contain semantically related concepts are more similar to each other than documents that describe unrelated concepts. An architectural knowledge discovery method should exploit this intra-document similarity to group related documents together.

Documents grouped together in a cluster have certain semantic correspondence. For the auditor, this can be interpreted as an overview of which documents ‘belong together’. If the topics that define the clusters are presented to the auditors, they can select documents that center around high-
level concepts and read those before documents that describe concepts of a lower level of abstraction. This aids the auditor in deciding with which documents to start reading.

2) Which documents to consult

The question which documents to consult for more detail on a topic is an information retrieval question. Successful knowledge discovery should improve the success rate of information retrieval, not only by providing the auditor with insight that can be used to formulate better queries, but also by allowing the discovered semantic structure to be used in the retrieval. By taking the semantic structure into account, documents that contain text semantically similar to the query posed could be retrieved in addition to documents that contain the query terms themselves. In this sense, architectural knowledge discovery is complementary to information retrieval.

3) A route through the documentation

Architectural knowledge discovery should also employ the semantic structure to identify relationships between the different concepts themselves. Together, concepts and relationships provide a ‘map’ of the architectural knowledge contained in the document set. This map crosses the boundaries of individual documents, linking related topics that are not described in a single document. For example, one document may describe how certain decisions affect some of the product’s quality attributes, while another document contains information on the effects of these decisions on the architectural structure of the system.

An architectural knowledge map can be used by the auditor to gain a further understanding of the architectural knowledge in the documents. The map should combine product specific concepts - such as subsystems, use cases, functional requirements, and the like - with more generic concepts, including quality attributes, architectural patterns, etc. Such a combination simplifies understanding the product, since unknown product specific terminology is linked to an idiom well-known to the auditor. A prerequisite for the success of such a combination is that the generic concepts, such as ‘service oriented architecture’ or ‘reusability’, are also contained in the documentation and are linked there to product specific concepts, such as ‘subsystem X’, for instance with the sentence ‘To improve reusability, subsystem X implements a service oriented architecture’. The architectural knowledge map provides a route through the software product documentation by conveying which concepts from the documentation are related.

4. LATENT SEMANTIC ANALYSIS

Inspired by the work of Maletic et al. [6–8], we identify Latent Semantic Analysis (LSA) as a technique that supports the goals of architectural knowledge discovery. LSA is a technique that infers the meaning of words and passages from natural text. It does so by statistical analysis of the context in which words are used [2].

Maletic applies Latent Semantic Indexing (LSI, an alias for LSA in the information retrieval field) to recover traceability links between external documentation and source code. An important difference with architectural knowledge discovery is that the latter does not focus on software components, but rather on the documentation that accompanies a software product.

LSA starts with building up a matrix of word-context occurrences. Context can be defined as a single document, or an arbitrary smaller unit such as a section or paragraph. The matrix elements consist of a weighted frequency count, indicating the number of times the word occurs in the context. This results in a high-dimensional sparse matrix. The dimensionality of the represented vector space is reduced by application of singular value decomposition. The resulting matrix is an n-dimensional reconstruction of the original matrix, with n being the reduced number of dimensions. For a detailed example of this mechanism please refer to [5].

The n-dimensional reconstruction is an approximation of the original matrix. Because of the dimensionality reduction, the new word-context estimations represented by the cells in the matrix differ sometimes significantly from the original values. The interesting characteristic of this new matrix is that it no longer only links words to contexts in which they are present, but also words that are somehow related to this context. It has been argued that LSA has the ability to model human conceptual knowledge [5].

From this description it is clear that LSA is able to handle natural language text. Moreover, LSA does not need to have any background knowledge at its disposal. The technique works on statistical analysis alone. This is important, because architectural knowledge discovery will often need to be applied to a largely unfamiliar domain.

The (latent) semantic structure that is discovered with LSA can be further analyzed as outlined in the previous section. Document clustering can for instance be performed by taking ‘document’ as the measure of context in the word-context matrix. The documents are then represented as vectors in the vector space generated by LSA. These vectors correspond to the columns in the reconstructed matrix. Document similarity can therefore be calculated by calculating the vector similarity. The documents that describe similar concepts will have similar document vectors.

Whereas the columns in the LSA matrix are representations of the documents (or contexts), the rows represent concepts (or words). The similarity between concepts can be calculated analogous to the similarity between documents, using the matrix rows as concept vectors.

Note that the concept of vector similarity can also be used for information retrieval purposes. The query is then translated to a vector and compared to the document vectors in the vector space. Because the document vectors result from LSA, a query can also retrieve documents that are related to the query, but do not contain the query terms itself. This evades the problem of synonyms in the document set, where searching for ‘reliability’ would not retrieve documents that contain information on ‘fault tolerance’.

5. PROOF OF CONCEPT

To demonstrate the applicability of LSA to architectural knowledge discovery, we applied LSA to a small collection of texts. Because we used a small set of texts, we were able to obtain a proof of concept without having to automate the complete analysis. The word-context matrix could for instance be easily constructed by hand.

The texts we used for the proof of concept were taken from three documents that belong to a real software product. This software product was subject to an audit we observed as part of the case study described in Section 2. The audited software product has a service oriented architecture (SOA).
The three documents are at different levels of abstraction; document A contains a detailed description of a single use case, document B contains the functional specification of one of the services, and document C contains a high-level description of the software architecture.

From each of the documents we took a small but representative section. From the use case document we took the introduction of the use case. From the service specification we took the description of the part of the service that relates to the selected use case. From the architecture description we took the section that describes the conformance to SOA. For these three texts, the word-context occurrences were determined, not counting stop words. This resulted in a matrix containing some 90 distinct words used in the three texts. Table 1 shows part of this matrix. Note that the words ‘domain entity’, ‘use case’, and ‘business object’ have been substituted for the product-specific terminology.

Table 1: Word-Context Occurrences

<table>
<thead>
<tr>
<th></th>
<th>document A</th>
<th>document B</th>
<th>document C</th>
</tr>
</thead>
<tbody>
<tr>
<td>domain entity</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>service</td>
<td>0</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>SOA</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>system</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>use case</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>business object</td>
<td>8</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>

Using LSA, we calculated a two-dimensional reconstruction of the original word-context matrix. Table 2 depicts the resulting figures for the same selection of words shown in Table 1.

Table 2: LSA Result

<table>
<thead>
<tr>
<th></th>
<th>document A</th>
<th>document B</th>
<th>document C</th>
</tr>
</thead>
<tbody>
<tr>
<td>domain entity</td>
<td>0.905</td>
<td>0.827</td>
<td>0.39</td>
</tr>
<tr>
<td>service</td>
<td>1.207</td>
<td>1.436</td>
<td>1.52</td>
</tr>
<tr>
<td>SOA</td>
<td>-0.451</td>
<td>0.585</td>
<td>2.806</td>
</tr>
<tr>
<td>system</td>
<td>-0.601</td>
<td>0.779</td>
<td>3.741</td>
</tr>
<tr>
<td>use case</td>
<td>0.651</td>
<td>0.452</td>
<td>-0.15</td>
</tr>
<tr>
<td>business object</td>
<td>6.506</td>
<td>4.859</td>
<td>-0.618</td>
</tr>
</tbody>
</table>

After the application of latent semantic analysis, some interesting patterns appear regarding the semantic structure of the texts. For instance, the original matrix shows three occurrences of the word ‘SOA’ in the text from the architecture description, whereas the other 2 texts do not contain this word at all. After LSA has been applied, a slightly positive association appears between the concept ‘SOA’ and the text from the service document. On the other hand, the word ‘SOA’ is inferred to have a negative association with the use case document. Overall, high-level concepts in Table 2 have high association with the high-level architecture description, some association with the service description, and a negative association with the low-level use case document. The inverse is true for low-level concepts such as ‘use case’ and ‘business object’. Another interesting result is the nearly identical association of ‘service’ with each of the documents (Table 2). This contrasts with the distribution of occurrences of this word over the three texts (Table 1). This makes sense, because in this software product a ‘service’ is both an element of the service oriented architecture and the means to implement a use case.

6. CONCLUSION

The case study we conducted at a company that performs software product audits indicates there is a definite need for architectural knowledge discovery. Architectural knowledge discovery should provide insight into architectural knowledge that is distributed over various documents. This is not only relevant for auditors, but for all stakeholders that need to familiarize themselves with a software product.

We believe that Latent Semantic Analysis (LSA) is a promising technique for architectural knowledge discovery. LSA infers the meaning of words and the contexts in which these words appear by statistical analysis. In doing so, LSA discovers the latent semantic structure present in a collection of documents. This semantic structure can be employed to satisfy the requirements for successful architectural knowledge discovery: tell where to start reading, tell which documents to consult, and provide a route through the documentation.

A proof of concept provided in this paper shows promising results for the applicability of LSA to architectural knowledge discovery. The proof of concept shows that, for a small sample of texts taken from real software product documentation, LSA is capable of correctly inferring the semantic structure of these texts.
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